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Oscillatory Chemical Reaction in a CSTR with Feedback Control of Flow Rate
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We present an experimental and numerical study of the chlorine dieiadée (CDI) reaction in a single,
well-stirred, flow-through reactor with feedback regulation of flow rate in three different arrangements. The
control is accomplished through a computer-mediated sigmoidal dependence of the dynamic flow rate(s) on
the iodide concentration. Numerical simulations predict interesting dynamics in the CDI reaction system,
which, without control, displays only steady-state and/or simple periodic oscillations. Our experiments confirm
that bursting emerges as a result of the feedback control. We attribute bursting to the coexistence of the
stable steady state and oscillations in the uncontrolled system. A period doubling sequence leading to chaos
results from the nonlinear dependence of the oscillatory period on the flow rate in the vicinity of a Hopf
bifurcation point.

Introduction work,!* and we describe the implementation of two additional

Addition of a feedback control mechanism to a chemical control schemes. _Next, we present experimental and numeric_al
oscillator can stabilize unstable steady statéand periodic examples of bursting behavior and ot_h_er regimes observed in
solutions*=® In some cases the feedback control gives rise to these systems. We analyze t_he condmong and parameters that
quite new solutions, e.g., chaotic orbitsAnother behavior that play the most |mport_ant roI_es in the dynamics of the controllgd
can arise in controlled oscillatory systems is bursting, i.e., regular systems. In the dlscussmn_, we demonstrate h.OW bursting
alternating periods of quiescence and of oscillatigh8ursting behavior and chaos emerge in the CDI reaction with feedback
is a common behavior of neural oscillators and can occur in control.
single isolated neurons or in networks of synaptically connected
neurons. Recent data from stomatogastric ganglion neurons o )
spiny lobsters suggest that neurons regulate their conductances (&) Experimental Arrangement. A thermostattedT = 25.0
to maintain their stable activity patterts. Abbott and co-  °C) plexiglass continuous-flow well-stirred tank reactor (CSTR)
workerd!13 developed a Gd-dependent regulation scheme to  Of volume 35 mL was used in all experiments. The input
model the effects of cellular activity on conductances in single Solutions of chiorine dioxide, potassium iodide, and sulfuric acid
and multicompartment model neurons. Their mechanism allows Were delivered to the reactor from separate tubes without

model neurons to self-assemble and adjust their conductancereémixing. Rainin Rabbit Plus peristaltic pumps were used to
to produce stable and robust patterns of activity. infuse the solutions. Chlorine dioxide was prepared as described

They have therefore been considered good models for moreWas determined spectrophotometrically= 1260 cn* M~*
complex biochemical and biological systems. We have recently @t 4 = 358 nm) before each experiment was started. During
suggestett the chlorine dioxide-iodide (CDI) reactioff in a the experiments, the stock solution was immersed in“€0
continuously stirred tank reactor (CSTR) with feedback control Path to avoid evaporation of CjGand to maintain kinetic

as a model that mimics the control mechanism proposed for Stability. During 'the transfer to the reactor, the temperature of
neuronst! As an indicator of activity of the CDI reaction, the  the CIQ; solution increased to approximately room temperature.
analog of the neuron’s intracellular Caconcentration, we ~ The dynamic variation of the flow rate in the experiments
employed the iodide concentration. The flow rate was taken resulted in small temperature fluctuations of. the solution inside
as the dynamical variable to be controlled, in analogy to a the reactor. The largest observable fluctuations were not larger
conductance in a neuron. than+0.4°C. The concentration of iodide in the reactor was

The behavior of the CDI reaction without computer control, Monitored with an iodide ion-selective electrode (ISE) and a
i.e., at constant flow rate, depends upon the input iodide calomel reference electrode attached to a digital voltmeter. The
concentration and on the fixed flow rate. Five separate regions electrodes were calibrated weekly against iodide stock solutions
have been identified for this reaction (Figure 8 in ref 16): two 'anging in concentration from 18to 10°° M.
steady states, with high (HI) and low iodide (LI) concentrations;  We utilize three different schemes of dynamical control both
a region of sustained oscillations; and two different types of in the experiments and in the simulations: (i) in setup A (Figure
bistability, one between HI and LI steady states, and the secondl@), all reagents are delivered into the reactor by a single pump

between the HI steady state and sustained oscillations. The CDIffom separate tubes. Control is achieved by the negative
reaction does not d|sp|ay burstlng nor chaos if no feedback feedbaCk meChanlsm, which increases the flow rate when the

control is present. iodide concentration inside the reactor is below the target
In this paper, we first describe the experimental realization concentration and vice versa. The control mechanism does not

of the feedback control mechanism suggested in the previousaffect the ratio of initial reagents, only the overall flow réte

(i) In setup B (Figure 1b), two independent pumps are used

® Abstract published ilAdvance ACS Abstractdune 1, 1997. to feed the reactor with reagents: Gl@nd HSO, solutions
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wheren is the exponent of the sigmoidal functibandz is the
(a) E] (b) [:] } time constant for flow rate change.
o Once the empty reactor has been filled with reagents, the
o experimental control mechanism is initiated. The computer

Q ISE"“ program calculates the iodide concentration inside the reactor
—> [17] using the electrode calibration curve. Following a time
interval At of voltage sampling, the iodide concentration is
sampled again, a nely is calculated, and the computer adjusts
the pump speed accordingly.

Equation 1 is used to determine the flow rate for setup A. A
similar equation is used in setup B for evaluation of the flow
rate ko, with ko, replacingky in eq 1 andko; held constant.
Setup C requires an additional equation for the positive feedback
of the flow rateko:

Ak01 _ -1y — kmax,l
car 00D = e

; ISE []|'|
ks CSTR
ump

T Cio, n*

- k01 )

where the maximum flow rates may differ for the two pumps,

Figure 1. Experimental setups. The iodide concentration is estimated Put the remaining parametersindlr are equal in the two flows.
from the potential of an iodide ion-selective electrode (ISE) paired with ]
a calomel reference electrode. The potential difference between theExperimental Results

electrodes is measured with a voltmeter with analog to digital converter | der t derstand better the behavi f thi t
(A/D). Data are acquired by a computer which calculates the flow rate n oraer 1o unaerstand better the benavior or this sysitem, we

and controls the pump(s). (a) Setup A: reagents are delivered into thePegan our investigation by exploring_ the roles of parameters
reactor by a single pump. Control is achieved by a negative feedback At, n, andr in egs 1 and 2. As the time stekt approaches
which increases the flow rate when the iodide concentration inside the zero, the difference equations become ordinary differential
reactor is low andice versa (b) Setup B: two pumps are used to  equations (ODES). Our experimental measurements and the
feed the reactor: one pump has a constant flow rate, and the flow rate agits of simulations reveal that there is no observable

of the other pump (for the potassium iodide solution) is controlled by . . . . . .
the computer. (c) Setup C: two pumps are used for feeding reagents‘dlfference in dynamic behavior between the difference equations

both with dynamical control. The flow of Kl is controlled by a negative and the ODESs ifAt is smaller than 2 s. Therefore, in the

feedback, while the flow rate of an acidic solution of Gi®©controlled experiments described below we chodste= 1 s.

by a positive feedback. The parameten affects the slope of the sigmoidal function

in egs 1 and 2. Fon > 1 the sigmoidal functiorf can be

are delivered at a constant flow rég by the first pump, while approximated by a step functiori:= kyaxfor [I 7] < It,f=0

the Kl solution is delivered by the second pump at the variable for [I 7] > I+, andf = knay2 for [I7] = I1. The larger the value

flow rate kg, Negative feedback is employed for dynamical of n, the more strongly the system is forced to find dynamics

control of flow ratekop. with an average iodide concentration close to the target value.
(iii) In setup C (Figure 1c), two independent pumps are Forn > 2, the control feedback and the behavior of the system

utilized to introduce the reagents; both are computer-controlled. are only slightly affected by increasimg We choose = 5 in

The flow of Kl (ko) is controlled by a negative feedback, while our experiments and simulations, and we confirm by simulations

the flow rate of the CI@and HSO, solutions k1) is controlled that there is no significant change in dynamics when the

by a positive feedback. parameten is increased tenfold.
The concentrations of stock solutions are the same for all The time constant affects the rate of iodide-dependent
three arrangements: [CHR =3 x 104 M, [Kl] s = 11.4 x modification of the flow rate. In analogy with neuron model

1074 M, and [H:SOy ]s = 3 x 1072 M. With identical tubes in simulations!’~13 we assume that is large relative to the
setup A the input concentrations are equal to one third of the chemical relaxation times. This choice corresponds to a slow
concentrations of stock solutions. In setups B and C the input adaptation to changes in the extracellular environment. To speed

concentrations depend upon the rétig/koo. up our experiments, we set= 1000 s. We have verified both
(b) Control Mechanism. We utilize here a control mech- by e.xpgrimen.ts.and simulations that the dynamics remains
anism similar to that used previously in simulatidhsThe flow qualitatively similar for other (z = 500, 2000, 4000, 10 000

rateko is made to be a slowly varying dynamic variable. This S).
regulatory mechanism forces the system to establish a specific Setup A. Figure 2 shows several examples of oscillatory
average concentration of iodide in the reactor. The feedback behavior observed in setup A. The top part of each figure
controls and maintains the desired average concentration ofdisplays the variable flow rate, and the bottom part displays
iodide |1, which corresponds to a particular pattern of activity. the measured difference between the potentials of the ISE and
In this way we build a simple chemical system that mimics the the calomel reference electrode. Higher iodide concentration
dynamic regulation in a neuronal systém. corresponds to more negative potential difference. Initial
The dynamic flow rate can vary between zero and a maximum transient periods are excluded from Figure 2, and each pattern
valuekmaxaccording to the concentration of iodide in the reactor. is displayed for a duration of 1 h, during which all parameters
The required change of the flow ratd is evaluated according ~ are fixed. Figure 2ad shows the dynamical behavior for four
to different target concentratioms. A 10-fold change in the target
concentration does not result in significantly different behavior
K o whenlt is changed from & 107%to 1 x 107 M (Figure 2a,b).
— K (8] Bursting behavior remains similar, preserving three oscillations
1+ 1n5) per burst for both target concentrations. However, the quiescent

A
=101 ~ k=
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Figure 3. Dynamical behavior in setup B experiments: iodide and
‘ flow rate time series. Flow rate;= 0.005 s*, target concentratioh
040 00 20 .40 & =1 x 107 M, and maximum flow ratéma= (a) 0.05 and (b) 0.016 67
t (min} t (min) s L kor= 0.005 S?, kna= 0.016 67 s, andlr = (c) 1 x 1077 M, (d)
Figure 2. Dynamical behavior in setup A experiments: iodide 5 X 10° M. Ir =1 x 10°° M, kna= 0.016 67 s*, andka = (e)
(potential difference between electrodes, bottom part) and flow rate 0.0025 s*, (f) 0.008 s*.
(top part) time series. Maximum flow ratg..= 0.05 s and target

0

iodide concentrationy = (a) 1 x 106 M, (b) 1 x 107 M, () 2 x increasing period of iodide oscillations (see Figure 2d,f), a result
108 M, (d) 5 x 10°° M. Targetlt = 1 x 10°° M and knax = (€) 0.1 that is explained in the Discussion.
s1(f) 0.025 s Setup B. The scenario of dynamic regimes found in setup

B resembles that in setup A. Figure 3 shows several examples.
period becomes shorter at smaller As the target concentration  Figure 3a displays the behavior with the same control parameters
is further decreased, the number of oscillations per burst first as used in Figure 2a, but with the fixed flow ra¢g = 0.005
increases (Figure 2c) until period-one oscillations, analogous s™%. Low-frequency period-one oscillations are the outcome
to tonic firing in a neuron, emerge (Figure 2d). WHeris set of control in setup B, in contrast to the bursting oscillations in
below the minimum value of the uncontrolled iodide concentra- setup A. The period-one oscillations in setup B are preserved
tion oscillations (not shown), the negative feedback holds the for a wide range ofy, which indicates that for a similar set of
flow rate at a relatively low value at which only the low iodide parameters the control of dynamical behavior in setup B is more
steady state is sustained. To restore the oscillations, the targeflirect (and stronger) than in setup A. We weaken the effect of
iodide concentration has to be increased to at least 1 x the control mechanism by reducing the paramkigy by two-

107 M. This hysteresis indicates the coexistence of sustained thirds and sekmax = 0.01667 s*. This choice reflects that in
oscillations and the stable LI steady state. There is no bistability S€tup B the flow rate of only one out of three input species is
for large values ofr; whenly is increased above & 1076 M dynamically varied. Figure 3b displays the bursting oscillations
the number of oscillations per burst decreases until low- for kmax=0.01667 s* and the other parameters as in Figure
frequency period-one oscillations emerge. Further increases of3a- Changindr from 1 x 107°to 1 x 107" M has a relatively

I yield only the high-iodide steady state, with a flow rate that small effect on the bursting behavior (Figure 3b,c). As the target
approachema concentration is further decreased, the number of oscillations

per burst continues to increase until the quiescent period
disappears and high-frequency period-one oscillations emerge
(Figure 3d). We also find here the coexistence of sustained
oscillations and the stable LI steady state for small valuds of
(It < 1 x 1077), but there is no bistability for large values of

A similar scenario of dynamical regimes is observed for fixed
parameteitt and variableyax as shown in Figure 2a,e,f. For
It =1 x 10 M and knax = 0.1 s, bursting with two
oscillations per burst represents a stationary pattern (Figure 2e).
As knax is decreased, the number of oscillations per burst

increases much as it does wheris decreased, and eventually .Similar dynamical regimes are observed when we vary the
high-frequency period-one oscillations emerge for smaligx time-independent flow ratie);, as shown in Figure 3b,e,f. For
(Figure 2f). We obtain only the low iodide steady state for It =1 x 106 M and ko; = 0.0025 s we observe bursting
kmax < 0.002 s*. On the other hand, whekax is increased  \yith two oscillations per burst (Figure 3e). As; becomes
above 0.1, the bursting is replaced by low frequency period- |arger, the number of oscillations per burst increases as it does
one oscillations. These oscillations remain stable eveRqfgr when we decreasér (Figure 3b,f), and eventually high-
> 1 frequency period-one oscillations emerge for sméder 0.01
The flow rateko varies significantly during a burst period. s™1. Further increases iky; yield the LI steady state.
A roughly threefold change occurs in the flow rate during The amplitude of oscillation of the flow ratg; is smaller in
bursting in all experiments in setup A. High-frequency period- setup B than in setup A. The amplitude decreases with
one oscillations are associated with smaller amplitude of the decreasindimax and the time-averaged valtig,[decreases with
flow rate variation (Figure 2d). The amplitude increases with decreasindw:. The average frequency of oscillations (spiking)
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during a burst and the frequency of bursting are higher in setup
B than in setup A.

Setup C. We employ here two independent feedbacks
negative feedback for the flow of the KI solution (eq 1) and
positive feedback for the flow of the acidic solution of GIO
(eq 2). Figure 4a shows the transient and stationary be-
havior in this system with control parametétsix 1= Kmax2=
0.008 33 st andlt = 1 x 107 M. The transient dynamics
depends on the initial values kf; andkg,. In Figure 4a, these
are almost equal in the beginning. Because initialty} f+ I,
the flow of KI decreases and the flow of Gl@creases. During
the period of high [f] the ratio of [CIQ)]J/[l ], increases,
leading to the depletion of ] in the system and to the onset
of oscillations.

During the oscillatory period the flow ratg; oscillates with
an increasing envelope, while the change in the flow kate
has the opposite sign. The resulting change in the ratiofJg10
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Hereky is the dynamic flow rate, which varies according to the
concentration of iodide in the reactor, aXd and Yy are the

[1-]o steers the dynamics once again toward the HI state andinput concentrations oK and Y. The feedback mechanism

forms a single burst. After the transient period of approximately
30 min the change in [CIgy/[l ], is negligible, and the CDI
reaction remains in a simple period-one oscillatory mode as if
under constant flow in a CSTR. The negative and positive
feedbacks change the individual flow rates in such a way that
the total flow rate into the system follows a smooth trend without
wavering through local minima and maxima.

We do not observe bursting for equal valueskgfx 1 and
kmax 2 When the flow ratekg; < 0.01 s*. However, bursting
arises as a result of unequal valueskgfs 1 andknax 2as shown
in Figure 4b,c. Figure 4b displays bursting behavior without
the transient period folr = 1 x 10°and 1x 10 M. As
was the case in setups A and B, a 10-fold chande @oes not
produce a significant change in the bursting behavior.

Figure 4c illustrates the transient part afkggx 1 andKmax 2
are set to one-half of their previous value (compare with Figure
4b). Because the flow ratky; is larger than the newly set
parametekmax,1, ko1 decreases even for high']lin the reactor.
After several bursts, the flow ratg; drops belowkmax i The
flow rate ko; cannot exceed the parametiefax: but must
decrease if the initial value df; is abovekyax 1 The ratio
kmax,/Kmax 2 plays a more significant role in the dynamics than
the absolute values &fax 1andkmax 2 When we changkmax 1
and knax 2 While maintaining their ratio, the bursting persists
with only slight changes (see Figure 4b,c).

Numerical Section

Model. The model of the CDI reaction proposed by Lengyel
et all5 is based on two overall stoichiometric reactions:

—Clo, +31,

Clo, + 1~ >

R, = kXY

ClO,” + 41" + 4H"—CI™ + 2I, + 2H,0

Ko ZPY
R,=k, ZYH+
2 ZaZ u—+ Y2

©)

Here X=[CIO,], Y =[I"], Z=[CIO; ], P=[l), H =
[H*], and R represent the rate laws. The rate constants and
parameters used in the simulations kye= 6000 M1 s71, kpy
=460 M 251 kp=255x 103%s L, u=1x 101* M2

For a CSTR with an iodide-dependent flow rate of all input

controls the speed of the input reagents flow into the CSTR
while keeping the input concentrations constant. Because the
input concentration of His high in comparison with that of
the remaining species, we can neglect proton consumption in
eq 3 and assume that {Hinside the reactor is fixed at its initial
concentration.

In setup B (Figure 1b) the input concentrations of all species
vary with the ratio of the fixed flow rat&; to the dynamical
flow rate ko, and we must consider [H to be a dynamical
variable as well. The equations for setup B are

ax _

= Ry + kX, — kX
dy
Ez —R; — 4R, + kopYs — KoY
dz
G =R R—kZ
S — 4R, + kyH, — ko (5)
dky Kmax,
& iy
1+ (Y5
o b~k
%
Ko = Koy 1 Koz

Here subscrips indicates concentration of the stock solutions,
ko1 is the fixed flow rate of CIQ and SOy, andkp; is the
dynamical flow rate of iodide.

The mathematical model of setup C is described by the
equations for setup B (eq 5) supplemented with the equation
for the positive feedback of flow ratie;:

dkOl _ kma)(,l

a1 Yy (©)

— koy

To analyze eqgs 4, 5, and 6, we used the CONT numerical
bifurcation and continuation packagfe Periodic solutions were

reagents (setup A, Figure 1a) the system of differential equationsobtained by numerically integrating the system of ordinary

is

differential equations. The integration used a semiimplicit
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Figure 4. Dynamical behavior in setup C experiments: iodide and
flow rate time series. (a) Maximum flow rat&gax 1= Kmax2= 0.008 33 4t .
s™%, target iodide concentratidR = 1 x 1076 M. (b) kmax1= 0.008 33 20 ¢ (min) ¥ 60
S, kmax2= 0.016 66 5%, I+ = 1 x 1075 M (first half), 1 x 10¢ (second ) ) o ) )
half). (C) kmax1= 0.004 16 S, Knax2= 0.008 33 5%, It = 1 x 10°° Figure 5. Bursting oscillations, simulations. (a) Setup A: target
M. concentratiodt = 1 x 10°° M, maximum flow ratekmax = 0.05 s2.

(b) Setup B: I+ =1 x 1075 M, kmax = 0.0166 s?, fixed flow rateko;

= 1 . = 5 = 1
fourth-order RungeKutta method with automatic control of chx).zogzgosl.eécgllsetup Cilr =1 x 10° M, Knax1 = 0.0083 s,

the step size.

high value of the target concentration stabilizes the system at
the HI steady state. We find similar scenarios for other values

The model of the CDI reaction in a CSTR without feedback ©Of kmax and also for models of setups B and C. In most
control shows good agreement with experimérité Previous simulations the chaotic oscillations are restricted to a relatively
simulationd* with the model of setup A revealed the presence harrow parametric region, while regular bursting and simple
of bursting and chaos. These results inspired the experimentalPeriodic oscillations are widely present. Figure 6b shows a
investigation of the CDI reaction with feedback control. We blowup of the diagram with the period doubling sequences
performed additional numerical simulations to investigate the leading to chaos. The chaotic region contains narrow periodic
dynamics of Setups A, B, and C. Models of these Setups ShowWindOWS, inClUding periOd'three and period-five windows with
bursting in simulations (Figure 5). Shown here are the iodide their own period doubling sequences. Bursting chaotic oscil-
concentration (pk —logid[l 7]) and the dynamically changing ~ lations emerge atr ~ 9 x 10~ M with increasinglr. As It
flow rates. Figure 5a displays bursting with five spikes per increases further, the bursting oscillations become periodic.
burst in setup A. During spiking, the flow rate increases sharply, =~ We summarize the results of simulations for setups A, B,
and the maximum flow rate reaches nearly 3 times its minimum and C in Figures 7 and 8. In these figures, the solid lines confine
value. The flow rate increase is followed by a quiescent period the entire oscillatory regions and the dashed lines represent
during which the flow rate decrease is not as sharp as thesubcritical Hopf bifurcation lines obtained from bifurcation
previous increase. Bursting in setup B shows much smaller analysis. Outside the solid lines the control mechanism always
variations of the flow rate (Figure 5b). In setup C (Figure 5c) stabilizes the steady state. The steady state can also be stabilized
the opposite signs of the flow rate variations result in an almost for specific initial conditions outside the dashed lines. Shaded
constant total flow rate. The spiking in setups B and C has areas represent bursting; grey levels illustrate the number of
higher frequency than in setup A, as observed in our experi- spikes per burst. The black region is the domain of chaotic
ments. oscillations. Figure 7 shows that bursting is found only for

We have studied in detail the dynamics of all setups as a intermediate values &axin all setups. The dynamics in these
function of the target concentration and the control parameter setups is qualitatively the same; from a quantitative point of
kmax Figure 6 displays the bifurcation diagram of dynamic view there is better agreement in the location of the bursting
regimes for setup A as a function of the target concentrdtion region between setups B and C (Figure 7b,c). The shape of
whenknayx is fixed at 0.05 s. The diagram is obtained from the shaded areas suggests that the dynamics is almost inde-
a Poincafenap, with the flow ratek evaluated at [i] = 1 x pendent of target concentration whigre (1 x 1077, 1 x 1075)

1077 M, for decreasing [i]. Figure 6a shows a full diagram s, while the strong dependence ki is apparent. Figure 8

with prevailing bursting behavior. The number of oscillations demonstrates the close resemblance between setups B and C.
per burst decreases with increasing target concentration. SimpleThe fixed flow rateko; in setup B plays nearly the same role as
low-frequency period-one oscillations emerge just before the the maximum flow rateékmax1 in setup C. The variations of

Results of Simulations
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Figure 7. Bifurcation diagrams, simulations; Dashed line, Hopf
Figure 6. One-parameter bifurcation diagrarsimulations for setup bifurcation line; area confined by solid line, region of oscillations. Dark
A. Points in the diagram correspond to values of flow katen Poincatre gray shaded area with numbers, bursting oscillations; gray levels and
surface: Y = 1 x 1077 M, kmax= 0.05 s*. Small numbers of points numbers indicate number of oscillations per burst. White, stable steady
correspond to periodic oscillations, while many points indicate chaos. state with high (HI) and low (LI) iodide concentration. Black, chaotic
(a) Full diagram with prevailing bursting behavior, (b) detail of diagram oscillations. OSC, domain of period-one oscillations. (a) Setup A, (b)
with chaotic oscillations. setup B, (c) setup C.

these two parameters affect the controlled dynamics of the CDI

reaction in essentially the same fashion. 4}

Discussion o
Bursting and chaos emerge in the CDI reaction as a result of a2

a feedback control mechanism, which regulates the flow rate 2 il

and/or the ratio of input reagents. We attribute this emergence :

to the specific dynamic features of the CDI reaction. As 3.0k

mentioned above, the CDI reaction in a CSTR without feedback

control exhibits two different steady states, LI and Hl, bistability iy oY

of LI and HlI, period-one oscillations, and coexistence of period-

one oscillations with HI (see Figure 9). A dynamical phase

diagram similar to Figure 9a has been obtained from experi- 14F

mental data on the CDI reactidh. We suggest that the 'é

coexistence of oscillations with the HI steady state is responsible ol

for bursting in the controlled system. a2 2t
We illustrate the emergence of bursting in setups A, B, and -

C in Figure 9a. We assume that the oscillatory state of the i
system, just before the control is imposed, is characterized by 1.0k
point S and that the target concentratibnis set to be higher

than the average concentration during an oscillatory cycle but 14k L

lower than in any HI steady state. Figure 9a shows how the
state of the system changes during one cycle of bursting in setup _. ) o . .
A. The overall increase of the flow rate from the initial point Figure 8. Bifurcation diagrams, simulations. Parameter space: (a) log
Sis illustrated by the arrow marked*A Becausedr is higher ko ~ log Iy for setup B and (b) logmaxs — log Ir for setup C. Lines

- y . o T 9 and shaded area as in Figure 7.
than [I], the flow rate increases until its value is equal to that
at the saddle-node (limit) point. During this increaségnthe HI steady state. During the approach to the Hl state, the iodide
oscillations remain stable. When the value of the dynamic flow concentration in the reactor excedgswhich triggers a decrease
rate exceeds the Hopf and limit point values, the oscillations of the flow rate, depicted in Figure 9a by the arrow marked
become unstable and the system monotonically approaches thé~. To restore the oscillations, the flow rate must fall below
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Figure 9. Bifurcation diagrams of CDI reaction in a CSTR. (a) Two-
parameter diagram: solid line, Hopf bifurcation line; dashed line,
saddle-node bifurcations. (b) One-parameter (solution) diagran [l

= 3.8 x 1074 M; solid line, stable steady state; dashed line, unstable
steady state. LI, low iodide steady state; HI, high iodide steady state;
SN, saddle-node bifurcation point; HB, Hopf bifurcation point; US,

unstable steady state; OSC, period-one oscillations. For other symbols,

see text.
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The models (eqs-36) give results in good agreement with
our experiments. Simple periodic and bursting behavior are
the main regimes found both in experiments and simulations.
Chaos, as revealed by simulations, is present only in very small
parametric domains (see Figures 7 and 8). Confirmation of
chaos in experiments requires more detailed study. We observed
in our experiments several (up to 10) periods of period-two
oscillations, but the noise, such as pulses from the peristaltic
pumps and temperature fluctuations, precluded observation of
further states of the period-doubling sequence. Better temper-
ature control and more uniform delivery of the reaction mixture
might allow experimental verification of the chaotic behavior.

Conclusions

We have studied three similar feedback regulation mecha-
nisms in an attempt to explore interesting dynamical behavior
in a system which, without control, displays only steady-state
and/or simple periodic oscillations. We have confirmed in
experiments that bursting emerges as a result of the feedback
control. The characteristics of the bursting behavitre
number of spikes per burst, the frequency of spiking, and the
length of the quiescent perieadtan easily be varied by selecting
the appropriate setup and the two control parameters: the target
iodide concentratiomy and the maximum flow rat&mnax

The dynamical behavior of the CDI reaction with feedback
control is qualitatively similar to the dynamics reported for a
neuron model!-12 Bursts of high frequency firing have special
importance in brain functiof. We have demonstrated a similar
kind of dynamical activity for the “simple” inorganic reaction
between chlorine dioxide and iodide, supporting the notion that
chemical oscillatory systems may serve as useful dynamical

the value at which the HI steady state becomes unstable (leftmosimodels for neurons.

dashed line in Figure 9a). In this way, bursting is produced,
with a decrease of the flow rate associated with the quiescent
period and an increase with the oscillatory period.

The fixed ratior = [I7]o/[CIO]o in setup A requires that the
flow rate must undergo large amplitude oscillations for the
system to exhibit bursting. On the other hand, the total flow
rate and the ratio change simultaneously in setup B, as shown
in Figure 9a by the arrows marked Bind B~. Thus bursting
in setup B requires much smaller changes in the flow rate. The
path denoted in Figure 9¢ as"@nd C represents changes in
setup C during bursting oscillations. Bursting in setup C
emerges from a dynamic change of the ratiovhile the total
flow rate remains almost unchanged. The ratim setup C
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